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 The development of technology has made it considerably easier for people to meet a number of 
needs. Without technology, it is no longer possible to run certain applications. Nowadays, in many 

countries, the process of speaking English poses some problems in terms of different situations, 

such as allocating time for people. In this study, a game-based application was developed to help 

a person anywhere in the world pronounce English better. The application was implemented in C# 
programming language. The Speech.dll library was used to introduce voice commands to the 

system and to perform other necessary operations. Voice commands can be sent by the user via 

the wireless headset from anywhere in the shooting area. There is no need to wait at the computer 

while using the application because the developed application gives voice feedback to the user that 
it is right or wrong after the voice recognition process. In this application letter, word or sentence 

exercises can be done. The program aims to improve the level of pronunciation of people who 

want to improve their English-speaking skills. 
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1. Introduction 

The use of technology has become an indispensable part 

of today. People have constantly developed technology to 

benefit some applications for their own benefit. 

Controlling any application with a computer is very easy 

thanks to the software. Today, some arrangements are 

made with technology so that people can live more 

comfortably. It is possible to see examples of this in every 

field. From medicine to the automotive industry, 

computerized control, diagnostics, etc., in almost every 

field, are done by computerized control software. Thus, it 

is easier to get fast, reliable, quality results. Studies on 

voice, speech, speaker recognition are as follows: 

Today, technology can be defined as an effective part of 

directing discoveries by using data sharing in the most 

effective way [1]. Different voice recognition algorithms 

have been used on MATLAB, they have used "Open", 

"Close", "Start" and "Stop" instruction sets [2-3]. Using 

PIC 16F876, attempts were made to recognize voice 

recognition commands under 4 different conditions [4]. It 

has been tried by setting up different algorithms on a phone 

simulation. It has been observed that the results obtained 

vary according to the way the sound is pronounced [5]. A 

voice recognition-based security system has been 

developed [6]. A structure named EllaVoice has been 

developed by using improved dynamic time warping 

algorithms [7]. A program has been developed for NASA 

by using Mel frequency Kepstrum coefficients algorithm 

and dynamic time warping and hidden markov model 

algorithms separately [8]. A remote-controlled robot 

design has been made using the RS 232 connection with 

voice command [9]. More than 80% success has been 

achieved in voice recognition on the letters "a", "e" and "i" 

[10]. Separate tests were conducted on male and female 

users [11] and a voice recognition system was used [12]. 

A speech recognition system independent of text and 

speaker has been developed on the Turkish language using 

Artificial Intelligence techniques [13]. Turkish word 

recognition system has been developed [14]. By using 

Artificial Neural Networks and Dynamic Time Warping 

algorithms separately, home applications working with 

voice command were made [15]. A successful recognition 

rate was found for 10 people in the simulation environment 

on Matlab [16]. Mobile vehicle design was made using 

different voice recognition algorithms [17]. They applied 

music and speech recognition [18]. Class Non-Principal 

Component Analysis was compared with Vector 

Quantization algorithm [19]. They used different voice 

recognition algorithms [20]. Successful results were 

obtained in the study that performed 40 commands [21]. 

The numbers uttered between 0 and 9 were first perceived 
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by the sound detection system independently of time, and 

then sound processing techniques were used [22]. It was 

controlled by voice commands of a remote-control car 

[23]. It has been tried to determine the English 

pronunciation of the numbers 0-9 [24-25]. An attempt was 

made to control a submarine model moving underwater 

with voice commands [26]. In the study, based on the calls 

made to the call center, 5 different emotion detections were 

tried to be tested by 30 people and 70% success was 

achieved [27]. The success rate of the system, which can 

make simultaneous comparisons without registration, was 

67.5% [28]. A voice-controlled robot was designed using 

Artificial Neural Network algorithms [29]. In the 

literature, different studies have been carried out on the 

development of voice recognition and English 

pronunciation [30-31].  

 In this study, a voice recognition-based application was 

developed to improve English pronunciation. No matter 

where the purpose of this application is in the world, a 

program has been written that can be used by people of all 

ages to improve their English speaking. 

2. Materials and Methods 

 The design of the application made in this study 

consists of a series of stages. A number of processes are 

carried out in the process from the recognition of voice 

commands to the execution of the necessary actions. The 

flow chart of the developed application is as shown in 

Figure 1. 

 

 Figure 1. Flow chart of the application 

 The application made in this study is programmed with 

the C# programming language. Regarding voice 

recognition, the following libraries must be added to the 

system first. After installing the required SDK version on 

the computer, the definitions required for the voice 

recognition related engine to work are defined as shown in 

the code block below. 

SpeechSynthesizer SpeechSynth = new 

SpeechSynthesizer(); 

PromptBuilder Builder = new PromptBuilder(); 

SpeechRecognitionEngine myRecognize = new 

SpeechRecognitionEngine(); 

 

The process of defining which sounds the recognition 

engine will be sensitive to during the voice recognition 

process is defined as in the code block below. New 

definitions can be made to the list as letters or syllables. 

Choices SpeechList = new Choices(); 

SpeechList.Culture = new 

System.Globalization.CultureInfo("en-US"); 

SpeechList.Add(new string[] { "one", "2", "3", "a", "b", "c", 

"d", "e", "f", "g", "h", "i", "j", "k", "l", "m", "n", "o", "p", "q", "r", 

"s", "t", "u", "v", "w", "x", "y", "z" }); 

 Grammar gr = new Grammar(new 

GrammarBuilder(SpeechList)); 

 

After the necessary definitions are made, the sound 

begins to be heard from the outside. If the received sound 

is in our list, it returns the necessary answer to us. 

Otherwise, the catch block is executed and the system is 

waiting for the sound again. 

    try 

     { 

       myRecognize.RequestRecognizerUpdate(); 

       myRecognize.LoadGrammar(gr); 

       myRecognize.SpeechRecognized += 

sRecognize_SpeechRecognized; 

       myRecognize.SetInputToDefaultAudioDevice(); 

       

myRecognize.RecognizeAsync(RecognizeMode.Multiple); 

 

       } 

     catch 

       { 

           pictureBox2.Visible = true; 

           MessageBox.Show("error", e.ToString()); 

             return; 

        } 

 

In the developed application, first the letter or syllable 

to be practiced is selected. This process is illustrated in 

Figure 2. 

 

 Figure 2. Word selection process in application 
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The selected letter or syllable is automatically set in the 

"Input Text" as shown in Figure 3. 

 

 Figure 3. Pronunciation listening process 

Before starting to pronounce this letter or syllable, the 

user listens to how this sound is produced by pressing the 

"Speaking voice" button. The code block that performs this 

operation is as follows. 

     private void button1_Click(object sender, 

System.EventArgs e) 

        { 

            Builder.ClearContent(); 

            Builder.AppendText(textBox1.Text); 

            SpeechSynth.Speak(Builder); 

         } 

 

After the listening process is finished, the “Test Voice” 

button is pressed. The word "One" begins to pronounce. If 

he pronounces the word "one" correctly 5 times in a row 

without making any mistakes, the word "one" is added to 

the "correct" list. If it is not pronounced correctly 5 times 

in a row, this time the word "one" is added to the "fail" list. 

The user earns points for each word included in the 

"correct" list. 

A small high-pitched sound is given as a feedback to 

inform the user after the correct pronunciation. After 

mispronunciation, a different treble sound is given to the 

user as a feedback. So the user knows how to behave. After 

adding the necessary libraries for the audio feedback 

process, the following code block is run. 

axWindowsMediaPlayer1.URL = 

"C:\\ProgramFiles\\Sound\\correct.mp3"; 

axWindowsMediaPlayer1.URL = 

"C:\\ProgramFiles\\Sound\\fail.mp3"; 

 

 If the voice recognition engine cannot recognize the 

voice command given from the outside, it shows the voice 

it defines as close in the text box. Thus, the user is given 

both audio and visual feedback.  

Correct and incorrectly pronounced words obtained 

during the trial process are shown in Table 1. 

 

Table 1. Expressions tested in application 

Trials Correct Fail 

one one  

a a  

b b  

c c  

Three  Three 

f  f 

e  e 

i  i 

 

When we look at Table 1, it is seen that the words that 

are difficult to express are more in the list of incorrect 

expressions. 

3. Conclusions 

In this study, an application was developed for people 

anywhere in the world to pronounce English words and 

letters correctly. The Speech.dll library was used to 

perform the voice recognition process in the application 

developed in the C# programming language. In the 

feedback process, the AxInterop.WMPLib.dl library was 

used to run the necessary codes for voice commands. With 

the use of the developed application, children will reach a 

more permanent and impressive pronunciation level at an 

early age. Developed in a game style, the application will 

both interest children and help them improve their English 

pronunciation. The application has been tested on different 

children and adults and it has been observed that the 

pronunciation levels have improved. As a result, the 

English speaking pronunciation of each person who will 

use this application will increase. 
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