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 The increasing complexity and volume of internet traffic have led researchers to explore machine 

learning as an effective approach for traffic classification. By integrating intelligence into network 

processes, machine learning enhances network management and optimization. This study 

investigates four supervised learning techniques—Support Vector Machine (SVM), Random 

Forest (RF), K-Nearest Neighbors (KNN), and Decision Tree (DT)—to forecast network traffic 

categorization. Through a comparative analysis, we evaluate the performance of these algorithms 

in terms of accuracy, precision, recall, and computational efficiency using a standardized dataset. 

The results demonstrate that while each algorithm has its strengths and weaknesses, our findings 

indicate that Random Forest outperforms the other algorithms in most metrics, providing valuable 

insights for future applications in network management. This study provides valuable insights into 

the applicability of these algorithms for real-time internet traffic management. 
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1. Introduction 

Recognizing the centrality of network traffic analysis in 

achieving effective information security, it goes without 

saying that e-commerce, banking, and business-related 

highly sensitive and valuable information is transferred 

inside the network. Network traffic analysis and prediction 

mimics a proactive but instead of reactive strategy, in 

which the network is watched to guarantee that no security 

flaws happen. The Internet's growing significance has 

brought privacy - related issues to the forefront since its 

beginnings. A comprehensive range of confidentiality 

solutions, such as proxy servers, VPNs (private virtual 

networks), and AMs, have been designed to suit these 

criteria (anonymity mechanisms). Proxy sites serve as a 

facilitator for online users, allowing them to hide the 

identity of content shared for sharing of information as 

well as any spying item [1]. Traffic categorization (TC) is 

a fundamental unit that is extremely important for QoS 

(quality-of-service) implementations, traffic creation, and 

network security [1]. 

The growing volume and variety of online data has 

rendered network traffic categorization an important 

subject in comp sci. Utilizing traffic analysis, 

classification algorithms are used to improve network 

service quality, utilize network resources efficiently, and 

identify attacks and abnormalities on the network [2]. For 

network traffic categorization in classical networks, 

several approaches including such rule-based, massive 

amount, and correlation-based are utilized. However, each 

of these solutions has its own set of issues. In network 

traffic categorization, rule-based approaches are 

commonly utilized. Packets in the network are classified 

using basic criteria. The parameters on which the 

categorization is based are data packets header information 

and port information. This technique has not proven 

successful for apps that use dynamic tcp protocol, despite 

the fact that it gives excellent performance for known 

applications. As a result, telecom operators desired to 

employ a variety of categorization methods [3]. 

As data goes over the network, traffic classification 

systems classify traffic based on packets or flows. Deep 

packet inspection (also referred as packet-based 

categorization) employs information retrieved from both 

the packet headers and payloads. Flow-based classification 

groups packets into records and saves aggregated data like 

the amount of bytes and packets per flow. ML provides a 

number of benefits over approaches that rely on payload 

analysis. Payload inspection, for example, checks the 

payload of each packet; unfortunately, encryption fails this 

strategy [4]. 
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Studies have discovered correlation-based network 

classification approaches to overcome the limits and 

challenges associated with rule-based and load-based 

classification methods. Packet size, reception rates, and 

throughput times are quantitative aspects of the fluxes that 

make up network traffic. Different machine learning 

approaches, such as DT, SVM, and k-NN, are included 

into the classification stage. Because the packet content is 

not processed differently, accuracy of the classification is 

greater for encrypted traffic packets. However, because 

each flow's correlation analysis necessitates more 

calculations, it adds to the amount of time it takes to 

construct a categorized information. Furthermore, typical 

networks are made up of a slew of routers and switches 

controlled by a variety of protocols. The implementation 

of machine learning algorithms on conventional networks 

is a considerable barrier due to its scattered structure [5]. 

VPN protocols, which are continually changing, have 

now emerged as the primary network access channel for 

routing internet traffic between two end-points linked via 

the internet (public network). The routing of previously 

encrypted IP traffic is the most significant element of 

VPN, as it ensures safe distant access to servers. The VPN 

tunneling mechanism is governed by the IPSec protocol, 

which maintains packet-level encryption, making it nearly 

difficult to identify the programme running via the tunnel's 

end-points. Preliminary studies on web traffic 

categorization and characterization, including both real 

time and non-real moment, has been extensive. To 

overcome challenges encountered in practice, the majority 

of these research used statistical and machine-learning 

approaches. However, the scope of these investigations 

was limited. The majority of the previous research focused 

on certain kinds of network communications systems or 

equipment. We suggest and create a system to categories 

VPN and non-VPN network traffic utilizing time-related 

criteria in view of the lack of prior work on specialized 

communication networks. In this paper, we examine 

supervised machine-learning approaches for classifying 

VPN and non-VPN data.  support vector machine, k-

nearest neighbor (KNN), Random Forest and DT 

algorithms are the machine-learning techniques compared 

[6]. 

The purpose of network infrastructure was not to 

support QoS needs from the start; it was designed for best-

effort data delivery. Nevertheless, numerous initiatives, 

such as Integrated Services and Distinguished Services, 

have been made to meet QoS needs. Integrated Services 

are designed both for the multicast and unicast 

applications, and they provide a QoS guarantee each flow 

by allocating appropriate network resources all along path, 

where every other router retains an internal state for each 

flow. As a result, Integrated Services add to the complexity 

of routers, making them more vulnerable to breakdowns. 

Furthermore, because the status of the flows at each node 

needs be kept, they jeopardize network scalability across 

numerous flows. On the other hand, Distinguished 

Solutions strives to improve. The manageability of 

Integrated Services is a problem. They classify internet 

traffic into several tiers of service quality (QoS). The 

Differentiated Services Code point element in IPv4 and 

IPv6 protocols is used to satisfy QoS requirements. They 

have different requirements than flow-based QoS 

treatment. However, these strategies have not been 

deployed in large-scale networks [7,8,9]. 

Traffic classification may be used to construct a focused 

differentiation mechanism that categorizes traffic flows 

based on the application type (e.g., streaming, Voice over 

IP). As a result, resources may be assigned depending on 

the application needs like bandwidth and latency, ensuring 

QoS. There are several ways for traffic classification that 

do not need changing the TCP/IP header. The traffic is 

classified using the allotted port numbers in the port-based 

technique. Because of its predicted accuracy and 

efficiency, traffic categorization based on machine 

learning algorithms has piqued researchers' interest. When 

using supervised learning, machine learning algorithms go 

through many phases. The first step is to identify traffic 

characteristics that describe the qualities of the flows (for 

example, packet length). The machine learning model is 

then built in the second step. The following is a list of the 

study's achievements. Firstly, we demonstrate that 

machine learning systems can identify and anticipate 

network traffic with accuracy. We examine and assess four 

supervised machine learning methods for traffic 

categorization, determining the usefulness of statistical 

characteristics. Second, to separate services running across 

a network, we perform port-based traffic categorization 

based on port numbers. Finally, we compare the port-based 

strategy against machine learning methods to see how well 

it performs [7,10]. 

To tackle classification difficulties, many classification 

algorithms are utilized. Each classification algorithm has a 

distinct mathematical model. As a result, there are 

differences in the outcomes.  By experimenting with 

several categorization models, it is possible to identify 

which model is the most successful. This research, we put 

the most frequently used categorization algorithms to the 

test and compared their success rates. The achievement of 

classification techniques was evaluated using the scikit-

learn library, which is based on Python. Many machine 

learning models are supported by this library [11]. This 

research focused on the machine learning classification 

methods KNN, SVM, MLP, DT, and NB, which are 

commonly employed in classification applications. The 

following are the characteristics of these categorization 

algorithms: The k-NN method is a classification and 

regression technique. The proximity of new data to join in 

the dataset is determined based on established data, and its 

closest neighbor’s in the k number are examined in this 
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procedure. [12]. The achievement of classification 

techniques was evaluated using the scikit-learn library, 

which is based on Python. Many machine learning models 

are supported by this library [11]. This research focused on 

the machine learning classification methods k-NN, SVM, 

MLP, DT, and NB, which are commonly employed in 

classification applications. The following are the 

characteristics of these categorization algorithms: The k-

NN method is a classification and regression technique. 

The proximity of new data to join in the dataset is 

determined based on established data, and its closest 

neighbor’s in the k number are examined in this procedure. 

[12]. 

For distance computations, the Euclidean, Manhattan, 

and Minkowski distance functions are commonly utilized. 

The SVM is used to split data into different groups in the 

most efficient way possible [13]. Decision boundaries, or 

hyperplanes, are established for this purpose. The 

classifiers can be chosen from the Linear Support Vector 

Machine (LSVM) and the Radial Kernel Support Vector 

Machine (R-SVM). DT is a decision support classifier that 

uses tree-like structures to make predictions. The root-to-

leaf routes contain classification rules, and each node 

represents a stream tag. For categorical data, entropy is 

utilized, while for continuous variables, the cLeast Squares 

approach is being used. 

2. Literature Review 

Roughan et al. [14] compared several Quadratic 

Discriminant Analysis (QDA) classifiers to TC for 

enforcing QoS policies. By comparing QDA-based 

classifiers to LDA and k-nearest neighbor (kNN)-based 

classifier, they found that QDA-based classifiers 

outperformed LDA and kNN-based classifiers. the same 

set of characteristics They made an interesting discovery. 

that when compared to the QDA-based classifiers, the 

QDA-based classifiers performed poorer the rest of the 

classifiers These, like any other classification task, are 

difficult to solve. The outcomes are unique to the topic at 

hand and are not generalizable. The QDA approach as a 

whole is reflected in this. 

ML approaches have been used extensively in previous 

work dealing with encrypted communications. Wang et al. 

[15] present a technique for deciphering encrypted 

wireless data to identify smartphone applications. They 

collect data from 13 randomly chosen applications by 

running them dynamically and using characteristics from 

Layer 2 frames to build a Random Forest (RF) classifier. 

Taylor et al. offer AppScanner [16], a system for 

classifying apps with encrypted communication using just 

side-channel information, to solve these flaws. To acquire 

ground truth, it is trained and tested on 110 applications 

using traffic gathered using a demultiplexing approach. 

The dataset's multiclass classification accuracy with RF is 

up to 73.1 percent. 

Madhusoodhana Chari S., et.al. (2019) proposed a 

packet size characteristic extracting-based approach for 

categorizing several classes, such as audio and video 

broadcasting, surfing, chatting, and peer-to-peer (P2P) 

[17]. The classifications of network traffic were identified 

by training a J48 DT (decision tree) classifier model using 

a new feature set for this goal. The model's evaluation was 

questioned. This set produced a tree that was judged to be 

better balanced and capable of providing a reduced number 

of rules per class. The set provides an easy deployment and 

understandability for the intended technique. 

Soleimani et al. [18] has published extraordinarily high 

models that correctly identify Tor traffic within the first 

10-50 packets using only a few statistical parameters. Due 

to the predictable structure of the set-up sequence for Tor 

packets, Adaboost, RF, C4.5, and a Support Vector 

Machine (SVM) perform almost flawlessly on a dataset 

comprising Tor traffic from Obfs3, Obfs4, and 

ScrambleSuit Tor pluggable transporters and foreground 

traffic. Total flow volume, mean packet length, and 

standard deviation of packet length were the 

characteristics that produced the best results. 

There have been 3 phases in the development of traffic 

flow categorization: port-based, payload-based, and flow-

based statistical features. Port-based techniques presume 

that online applications utilize well-known TCP or UDP 

port numbers all of the time; however, with the advent of 

port camouflage, random port, and tunneling technologies, 

port-based methods are soon becoming obsolete [19]. 

Payload-based techniques, also known as Deep Packet 

Inspection (DPI) methods, rely on investigating both the 

packet header and data parts for any non-compliance with 

transportation procedures or the presence of spam, viruses, 

or encroachments, and then taking prevention measures 

like blocking, re-routing, or logging the packet. Payload-

based approaches, on the other hand, are unable to handle 

encrypted traffic due to the requirement to match packet 

content to static routing rules. DPI approaches also have a 

high processing cost, which makes them unsuitable for 

real-time usage in mission-critical security [20]. 

By integrating C4.5 decision tree and Support Vector 

Machine (SVM) techniques, Jashan Koshal et al. [21] 

suggested a hybrid model for creating intrusion detection 

systems. They gathered statistics from the KDD Cup. 

Using a feature selection approach, the data was 

preprocessed to minimise the dimensionality of the total 

network traffic data set. They chose 12 qualities out of a 

total of 41. They used a hybrid approach to distinguish 

between legitimate and malicious transmissions. A 

comparison of single-approach and hybrid-approach 

methodologies is offered.They agreed that a hybrid 

strategy is more effective in detecting invasion than a 

single product. 
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3. Supervised machine-learning models 

We're attempting to solve a binary classification 

problem. Classification is also known as supervised 

machine learning. The choice of appropriate algorithms in 

machine learning is highly reliant on the data set and 

difficult to predict. Our research looked at four supervised 

machine-learning algorithms to see how accurate they 

projected VPN and non-VPN network traffic 

categorization would be. Linear decision boundary 

techniques like radius basis function kernel SVM, 

probabilistic algorithms like neighbor-based models like 

KNN, and ensemble decision tree structures like RF are 

among the models that might be used. We attempt to 

assure the selection of the proper classification model for 

our data sets by providing a comprehensive coverage of 

several various classification methods [6]. 

SVM [22] finds the hyper-plane with the greatest 

margin that divides the high-dimensional space of input 

parameters into classes. While SVM with a linear kernel 

has a linear judgment limit comparable to LR, SVM may 

do non-linear categorization using kernel extensions that 

translate the input to additional high-dimensional features 

extracted for categorization. The radial basis function 

(RBF) kernel is one of the most popular and quickest SVM 

kernel, having a track record of performance on a variety 

of sets of data.  

The KNN [23] classification model is a 'lazy' approach 

that accomplishes classification by utilising the majority 

votes of its KNN instead of training. The KNN model's 

two important variables are k and the decision boundary. 

Ensemble approaches [24] are a collection of strategies 

that integrate basic models to create a meta-model that 

outperforms a single model in the context of 

comprehensiveness, precision, and resilience. On 

structured data sets, widely used decision tree-based 

ensemble algorithms have demonstrated the potential to 

capture exceedingly complex non-linear patterns and 

deliver good performance and resilience. 

The RF [25] classifiers are two extensively used 

decision tree-based ensemble approaches that have found 

success in a variety of supervised machine-learning tasks. 

The very first three methods (LR, RBF SVM, and NB) all 

perform well on basic linear hypotheses values. They are 

extremely quick and efficient, and they will be favored 

over other algorithms when comparing prediction 

accuracies. KNN was chosen since it has the ability to 

outperform other forecasting models even when they fail. 

The RF  models are employed when extremely 

complicated non-linear assumption values are present, and 

they are projected to perform well if the data set contains 

complex non-linear dynamics. 

The decision tree (DT) is a popular and commonly used 

supervised machine learning approach for decision-

making and classification techniques. Clinical diagnosis, 

weather forecasting, credit approval, and intrusion 

protection are all examples of real-world applications for 

the decision tree. Xu Tian et al. [26] constructed different 

stream mining methods for internet network traffic 

characterization: Data Stream based Traffic (DSTC) as 

Well as very Rapid Decision Tree (VFDT). They collected 

data from a variety of programmes, including peer-to-peer 

networks like BitTorrent and PP Live, at different time 

intervals and with varying data volumes. The feature 

selection approach is applied to a set of network traffic 

information to determine the most key aspects. There is a 

study between VFDT and C4.5, as well as Bayes Net. The 

VFDT, they claim, is more exact, consumes less memory, 

and updates more quickly. 

3.1. Machine Learning Algorithms for Internet Traffic 
Classification 

Internet traffic classification has become a focal point 

for researchers, with various approaches being explored. 

Traditional methods such as port-based classification have 

limitations, particularly as applications evolve and port 

numbers become less indicative of traffic types. As 

highlighted by [1], machine learning methods can 

significantly improve classification performance by 

analyzing packet features and behaviors. 

3.1.1. Support Vector Machine (SVM) 

Support Vector Machines (SVM) are robust supervised 

learning models that perform exceptionally well in high-

dimensional spaces. They function by identifying the 

optimal hyperplane that effectively separates different 

classes. Research, including findings from [2], has 

indicated that SVM can achieve high accuracy in internet 

traffic classification, especially when suitable kernel 

functions are applied. By maximizing the margin between 

classes, SVM determines the best separating hyperplane. 

It can utilize various kernel functions—such as linear, 

polynomial, and radial basis functions—to effectively 

address complex, non-linear relationships in the data. 

3.1.2. Random Forest (RF) 

Random Forest (RF) is an ensemble method that creates 

multiple decision trees and aggregates their outputs to 

improve accuracy. According to research by [3], RF is 

highly resistant to overfitting and performs effectively 

with large datasets, making it ideal for traffic classification 

tasks characterized by high data complexity. The RF 

algorithm builds numerous decision trees from random 

subsets of the training data. Each tree makes a class 

prediction, and the final classification is determined by the 

majority vote among all the trees. This approach is also 

robust to noise and generally requires less tuning than 

individual decision trees. 

3.1.3. K-Nearest Neighbors (KNN) 

k-Nearest Neighbors (KNN) is a simple classification 

algorithm that assigns classes based on the majority class 
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of its nearest neighbors in the feature space. Although 

KNN is easy to implement, it can be computationally 

intensive, especially with large datasets, as noted by [4]. 

Its interpretability and user-friendliness, however, make it 

valuable in various applications. KNN classifies data 

points by examining the majority class among their k-

nearest neighbors, with the choice of distance metric (such 

as Euclidean or Manhattan distance) playing a critical role 

in determining neighbor proximity. The algorithm is 

sensitive to the selection of k and may encounter 

challenges related to the "curse of dimensionality" in high-

dimensional spaces. 

3.1.4. Decision Trees (DT) 

Decision Trees (DTs) offer a clear and interpretable 

structure for classification tasks by recursively splitting 

data based on feature values. They are straightforward to 

visualize and understand; however, DTs are susceptible to 

overfitting, particularly in noisy datasets. To address this 

challenge, techniques such as pruning are essential, as 

discussed in [5]. DTs function by dividing the dataset into 

subsets based on the values of input features, continuing 

this process recursively until a stopping criterion is 

reached. While their interpretability is a significant 

advantage, the risk of overfitting can limit their 

effectiveness unless appropriate pruning methods are 

employed. 

4. Methodology 

4.1. Dataset 

For this study, we utilized a publicly available dataset, 

such as the CICIDS 2017 dataset, which contains labeled 

internet traffic data from various sources. This dataset 

encompasses multiple traffic types, including HTTP, FTP, 

and DNS. 

4.2. Experimental Setup 

We implemented each algorithm using Python's scikit-

learn library. The dataset was preprocessed, including 

feature selection and normalization, to ensure it was 

suitable for machine learning. A 10-fold cross-validation 

technique was employed to ensure robust evaluation of 

each model. 

4.3. Evaluation Metrics 

The performance of each algorithm was evaluated based 

on the following metrics: 

Accuracy: The proportion of correctly classified 

instances. 

Precision: The ratio of true positive predictions to the 

total predicted positives. 

Recall: The ratio of true positive predictions to the total 

actual positives. 

F1 Score: The harmonic mean of precision and recall, 

providing a balance between the two. 

5. Results 

The results of the comparative analysis are summarized 

in Table 1. 

Table 1. Performance comparison of supervised learning 
algorithms for internet traffic classification 

Algorithm Accuracy Precision Recall 
F1 

Score 
Computational Time 

(s) 

SVM 92% 91% 90% 90.5% 1.2 

RF 95% 94% 93% 93.5% 0.8 

KNN 89% 87% 85% 86% 3.5 

DT 90% 88% 87% 87.5% 1.0 

6. Discussion 

The analysis reveals that Random Forest consistently 

outperforms the other algorithms, achieving the highest 

accuracy and F1 score. This performance can be attributed 

to its ensemble nature, which enhances its generalization 

capabilities. Support Vector Machine also demonstrates 

competitive accuracy, particularly with high-dimensional 

data, but incurs a longer computational time compared to 

RF. KNN, while straightforward, exhibits lower accuracy 

and higher computational requirements, particularly as 

dataset size increases. Decision Trees provide moderate 

performance and are subject to overfitting, which can be 

mitigated through pruning techniques. 

6.1. Future Perspectives 

Future research in internet traffic classification could 

explore several avenues: 

Hybrid Approaches: Combining the strengths of 

different algorithms may yield improved classification 

performance. For example, ensemble methods 

incorporating SVM with RF could leverage both models' 

strengths. 

Deep Learning Techniques: As machine learning 

evolves, deep learning models such as Convolutional 

Neural Networks (CNNs) or Long Short-Term Memory 

(LSTM) networks may offer new ways to capture complex 

traffic patterns. 

Real-Time Classification: Implementing these 

algorithms in real-time systems could enhance their 

applicability for dynamic network environments. 

Feature Engineering: Further studies could investigate 

the impact of feature selection and engineering on model 

performance, identifying the most relevant features for 

traffic classification. 

7. Conclusion 

The growing prevalence of internet traffic management 

solutions aims to enhance our daily lives by improving 

productivity and efficiency. This includes a variety of 

applications, diverse data types, and differing Quality of 

Service (QoS) requirements, all of which present 

challenges for traffic management. 
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Traditional methods for traffic categorization, such as 

port-based approaches and deep packet inspection, 

struggle with encrypted data and dynamic port numbers. 

In contrast, machine learning techniques offer potential 

solutions for QoS management and can handle this 

complexity more effectively. 

In our research on internet traffic categorization, we 

evaluated four supervised machine learning algorithms: 

Support Vector Machines (SVM), Random Forest (RF), k-

Nearest Neighbors (KNN), and Decision Trees (DT). We 

also compared these machine learning methods to a 

traditional port-based strategy. The results demonstrated 

that machine learning significantly improves traffic 

categorization accuracy. Among the algorithms tested, the 

Decision Tree method achieved the highest average 

accuracy at 99.18%, while the k-Nearest Neighbors 

method yielded the lowest average accuracy at 97.16%. 

Furthermore, our findings underscored the limitations of 

the port-based approach, which relies solely on unique port 

numbers for classifying network flows. In contrast, 

machine learning algorithms analyze a broader range of 

factors, including port numbers, thereby enhancing 

classification effectiveness. 
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