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 In this study, the potential of machine learning methods for analyzing future needs in the logistics 

sector was investigated. The research is conducted using the MATLAB platform. Numeric pallet 

demand data obtained from a logistics company are employed to train MLP, LSTM, and CNN 

models. Data security and confidentiality take priority during the data collection process. This 

dataset, comprising a total of 3,062 daily records, serves as the primary data source for the study. 

In the data preprocessing phase, missing or erroneous data is rectified, and outliers are detected 

and corrected. The models are tested to predict pallet quantities over periods of 25 days and 4 

weeks. The results are evaluated by comparing the model predictions with actual data. Model 

performances are assessed using metrics such as MSE, RMSE, NRMSE, MAE, ESD, and RC. The 

outcomes of the last 25 days demonstrate that the LSTM model exhibits the lowest MSE 

(6,410.5571) and RMSE (80.0660) values. For the MLP model, the MSE value is calculated as 

20,536.5564, and the RMSE value is 143.3058. Performance evaluations for the CNN model yield 

an MSE of 8,492.4297 and an RMSE of 92.1544. Furthermore, it is observed that the MLP model 

provides the best results for the 4-week forecasts. The results of this study indicate the success of 

the models used for predicting pallet transportation quantities in the logistics sector. In addition to 

this study, a contribution is made toward enabling logistics companies to make more informed and 

strategic decisions. 
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1. INTRODUCTION 

The logistics sector is an industry that manages the 

delivery of goods and services from the source to the 

consumer. This process involves the procurement, storage, 

transportation, and distribution of materials. Logistics 

aims to deliver the right product to the right place at the 

right time and at the right cost to customers. In today's 

context, the logistics sector operates within a rapidly 

changing, innovation-driven, and competitive landscape. 

The rapidly growing e-commerce sector, increasing 

consumer demands, and the complexity of global supply 

chains pose challenges for logistics companies to 

effectively manage their operational activities. For this 

reason, logistics firms require new and advanced analytical 

tools to efficiently utilize resources, accurately forecast 

demand, and predict future needs. The dynamic nature of 

the industry underscores the importance of implementing 

these tools for effective decision-making and strategic 

planning [1-3]. 

Machine learning possesses the capability to analyze 

vast amounts of data, identify trends, recognize patterns, 

and make predictions about the future. It holds significant 

potential for predicting future needs in the logistics sector. 

For instance, within the logistics industry, companies can 

make better decisions in critical areas such as demand 

forecasting, inventory management, and optimizing 

logistics operations by leveraging machine learning 

techniques. When machine learning is applied to demand 

forecasting, it enables accurate fulfillment of customer 

demands and optimization of inventory management. 

Furthermore, machine learning methods are utilized to 

efficiently plan logistics operations, improve route 

optimization, and optimize delivery timelines, enhancing 

overall operational efficiency. Through these applications, 

machine learning plays a pivotal role in enabling logistics 

companies to meet demands effectively and utilize 

resources efficiently in an ever-evolving industry [4-7].  

Support vector machines, decision trees, artificial neural 

networks, and genetic algorithms are among the widely 

used machine learning methods in the logistics sector. 

Each method comes with its own set of advantages and 

disadvantages, and its applications are tailored to meet the 

diverse needs of the industry. Tailoring the choice of 

methods to fit the specific requirements and data 
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conditions of each logistics operation is crucial. By doing 

so, logistics companies can make more informed and 

strategic decisions, facilitating the prediction of future 

demands. Utilizing machine learning methods for 

forecasting future demand analysis holds significant 

importance in the logistics sector, enabling companies to 

gain a competitive advantage and enhance operational 

efficiency. Through these methods, the prediction of future 

demand analysis becomes easier, contributing to the 

overall success of logistics businesses [6, 8-10].  

2. Related Works 

Gils et al. (2017) focus on situations that facilitate the 

delivery of belated orders to warehouses promptly, 

contributing to the differentiation of warehouse customer 

services from competitors. Warehouses are facilities 

where order receipt, product stocking, order picking, and 

shipping activities take place. The study underscores the 

significance of workload forecasting in companies. Time 

series models are employed to predict the number of daily 

order lines. Three different evaluation metrics, namely 

Root Mean Square Error (RMSE), Mean Absolute 

Percentage Error (MAPE), and Mean Absolute Deviation 

(MAD) are utilized in the study [11]. 

Chan et al. (2019) presented several time series 

forecasting methods, including machine learning-based 

approaches like Support Vector Regression, among others. 

These prediction methods are employed with concurrent 

secondary data to forecast the container shipping capacity 

of a port. Data from the previous year's transportation 

capacity is used to predict the transportation capacity of 

the year following the year in which the study is 

conducted. The study employs Support Vector Regression 

(SVR) and Artificial Neural Network (ANN), both of 

which are popular data mining techniques today. Five time 

series methods are utilized to predict the container 

shipping capacity of a port, and their performances are 

compared [12]. 

Talupula (2019) employed machine learning methods to 

enhance the long-term volume forecasts of logistics 

service providers. In an experiment conducted on the 

acquired dataset, the performance of Convolutional Neural 

Network (CNN), Artificial Neural Network (ANN), and 

Long Short-Term Memory (LSTM) models was evaluated. 

The dataset comprises 98 months of data with 14 variables, 

including time and total demand characteristics of these 

variables. 75% of the data was used for training, 10% for 

validation, and 15% for testing. Upon examining the 

results, it is observed that these models exhibit similar 

predictive performance. The CNN method is stated to be 

more effective in predicting the demands of products 

distributed towards the output [13]. 

Sohrabpour et al. (2021) underline the significance of 

sales forecasting in production and supply chain 

management. Due to the limitations of traditional 

forecasting methods, the use of causal forecasting methods 

is recommended. The accuracy of predictions made using 

real data is also examined within the scope of this study. 

Artificial intelligence techniques have been favored in the 

study to enhance the effectiveness of these forecasts. To 

evaluate the quality of the causal forecasting model, four 

different error measurement metrics have been employed: 

Mean Absolute Error (MAE), Mean Squared Error (MSE), 

R-squared, and the Correlation Coefficient [14]. 

Deng & Liu (2021) emphasizes the significance of 

emerging intelligent applications such as artificial 

intelligence and Internet of Things (IoT) in supply chain 

management and communication. The study highlights 

that effective and predictable inventory management 

throughout the lifecycle of the supply chain plays a critical 

role in cost reduction. The research aims to optimize 

inventory management using deep learning methods. By 

employing a mathematical model, the inventory 

management (IM) process is formulated, with the goal of 

minimizing logistic costs. Based on this model, a deep 

inventory management (DIM) method utilizing Long 

Short-Term Memory (LSTM) is proposed. It's noted that 

this method achieves high accuracy in inventory demand 

forecasting compared to other approaches [15]. 

Ribeiro et al. (2022) compare the performance of three 

machine learning models (SVR, Random Forest, and 

XGBoost), three deep learning models (RNN, LSTM, and 

GRU), and a classical time series model ARIMA for 

predicting daily energy consumption. The study utilizes a 

dataset comprising 8040 records over an 11-month period 

from an unrefrigerated logistics facility in Ireland. The 

best configurations for each model were determined using 

a grid search method. XGBoost models are noted to exhibit 

superior performance in very short-term and short-term 

load forecasting compared to other models [16]. 

3. Materials and Method 

Machine learning methods have been employed for 

forecasting future needs in the logistics sector. In this 

study, the developed predictive model will contribute to 

more efficient decision-making in operational processes of 

logistics companies. MATLAB R2022b has been chosen 

for data analysis and model training. The flowchart 

depicting the overall workflow of the study is presented in 

Figure 1. The generated dataset, the utilized methods, and 

the performance evaluation metrics of the models are 

detailed in this section.  

 



Hayta et al., Intelligent Methods in Engineering Sciences 2(4): 102-114, 2023 

- 104 - 

 

 

Figure 1. General Workflow Diagram 

 

3.1. Dataset and Data Preprocessing 

The data obtained from the operational databases of the 

logistics company has been utilized as the dataset for this 

study. The dataset encompasses various variables, 

including customer demands, inventory levels, lead times, 

shipment details, geographic and weather conditions. 

During the data collection process, utmost care has been 

taken regarding data security and privacy. The dataset 

contains a total of 3,062 daily records spanning from 

September 5, 2012, to September 27, 2022. Daily data 

includes information such as the total number of pallets 

transported in a day. Despite having approximately 10 

years of data available from the supplying firm, 3,062 

daily records are in a usable format for this study. This is 

due to data integrity issues arising from the COVID-19 

pandemic and the inability to conduct transportation 

operations during official and religious holidays. The 

presence of missing data on days where linearity is not 

maintained adversely affects the prediction performance of 

the models.  

 

Data Preprocessing: The collected data has been 

prepared for analysis. During the data preprocessing 

phase, missing or erroneous data has been corrected, 

outliers have been identified, and variable types have been 

transformed when necessary. The dataset has been 

structured in a suitable format for automatic allocation into 

90% training and 10% testing subsets before model 

training. Furthermore, the dataset has been formatted 

appropriately for time series analysis. Figure 2 provides 

some summary information about the dataset used in the 

study. 
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Figure 2. Dataset Creation Process 

3.2. Long short-term memory (LSTM) 

Long Short-Term Memory (LSTM) is an artificial 

neural network utilized in fields such as machine learning, 

natural language processing, and deep learning. It boasts a 

more advanced architecture compared to traditional 

Recurrent Neural Networks (RNNs). LSTM is particularly 

successful in handling time series data or datasets with 

text-based dependencies. It was designed to address issues 

arising in situations where utilizing historical information 

from the past is challenging. 

LSTM is especially preferred in applications like time 

series forecasting, text generation, language models, 

speech recognition, and translation. Its key feature lies in 

utilizing a cell state and three distinct gate mechanisms. 

These mechanisms, as depicted in Figure 3, are termed the 

forget gate, input gate, and output gate. The forget gate 

determines which pieces of information will be discarded 

from the cell state. The input gate manages the addition of 

new information to the cell state. The output gate, on the 

other hand, dictates how much of the updated cell state will 

be used as output. LSTM can effectively track long-term 

dependencies and retain important information through 

these mechanisms [13, 17, 18]. 

 

Figure 3. The general working structure of LSTM 

3.3. Multilayer Perceptron (MLP) 

Multilayer Perceptron (MLP) is a widely used artificial 

neural network-based machine learning model and forms 

one of the fundamental building blocks of deep learning. 

MLP consists of at least one input layer, one or more 

hidden layers, and an output layer. As seen in Figure 4, 

each layer of the multi-layer perceptron contains one or 

more neurons. Input data passes through the layers via 

weights and activation functions, ultimately producing an 

output. It can be employed for various machine learning 

tasks, including classification, regression, pattern 

recognition, and time series forecasting [19-22]. Some 

advantages of MLP include: 

Universal Approximation: In theory, MLP can 

approximately compute any function with a sufficient 

number of hidden layers and neurons. 

Depth and Complexity: By adding multiple hidden 

layers, depth and complexity can be introduced, enabling 

the modeling of more intricate patterns and relationships. 

Learning and Generalization: Through the 

backpropagation algorithm, MLP learns its weights and 

threshold values, enabling it to recognize patterns in the 

dataset and generalize to new data. 

Feature Extraction: MLP can automatically extract 

essential features from input data. This reduces the need 

for extensive feature engineering, allowing the model to 

learn more complex features. 

 

Figure 4. The General Structure of MLP 

MLP is effective for modeling nonlinear relationships in 

general. It is commonly used in fields such as natural 

language processing, image processing, audio processing, 

and financial analysis. Additionally, due to being a 

fundamental building block in deep learning model 

designs, it is also preferred for solving complex tasks and 

utilizing large deep neural networks [23-25]. 

3.4. Convolutional Neural Network (CNN) 

CNN is a deep learning model based on artificial neural 

networks. It is particularly effective for processing and 

analyzing visual data. It is commonly used for tasks like 

image classification, object detection, face recognition, 

and image segmentation. Based on the idea that data can 

create local patterns and features together, CNN takes into 

account the structure and local dependencies of the data. 

CNN has a specialized structure, especially suitable for 
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processing images, with convolution and pooling layers 

that play a key role in its architecture [21, 23, 26-30]. The 

structure of the CNN model is provided in Figure 5. 

 

Figure 5. The general working structure of CNN 

The main components of CNN are as follows: [29, 31, 

32]: 

Convolutional Layers: Feature maps are created by 

applying a series of filters to the input data. Each filter is 

defined by learned weights to detect specific patterns. The 

convolution process involves filtering over local regions 

of the data, extracting local features. 

Activation Functions: After each convolutional layer, 

an activation function (usually Rectified Linear Unit - 

ReLU) is applied to the obtained feature maps. The 

activation function compresses outputs, aiding the network 

in forming more general and learnable representations. 

Pooling Layers: Following the convolutional layers, 

pooling is applied to reduce dimensions and preserve the 

originality of feature maps. Max pooling is commonly 

used, selecting the largest features to summarize data and 

reduce dimensionality. 

Fully Connected Layers: CNN concludes with one or 

more fully connected layers, transforming feature maps 

into higher-level features for predicting output classes. 

CNN focuses on detecting local patterns and features in 

data while progressively learning higher-level features. 

Convolutional layers create feature maps by filtering data, 

activation functions are applied to these maps for more 

general representations, and pooling layers reduce 

dimensions by selecting key features. Finally, fully 

connected layers transform feature maps into higher-level 

features for class predictions. With these features, CNN 

excels in processing and analyzing visual data. 

Convolution and pooling layers, along with activation 

functions and fully connected layers, form the core 

components of CNN. This enables the extraction of 

features from visual data and the creation of higher-level 

representations [30, 31, 33-38]. In the study, the ResNet50 

architecture, commonly used and stable in literature, was 

chosen for training the machine learning methods. 

3.5. ResNet-50 

ResNet50, a commonly used deep learning architecture, 

is a convolutional neural network (CNN) consisting of a 

total of 50 layers. It was proposed by Kaiming and his 

colleagues in 2015. This architecture includes 48 

convolutional layers, 1 max pooling layer, and 1 medium 

pooling layer. The ResNet architecture enables CNNs to 

work with multiple layers. Deep neural networks with 

multiple layers have higher training error percentages 

compared to models with fewer layers. The relatively 

moderate number of layers in the ResNet50 architecture 

offers significant advantages during model training. The 

ResNet architecture is typically used in object detection, 

segmentation, and data labeling domains [39-42]. 

3.6. Performance Metrics 

Performance metrics are criteria used to evaluate how 

well a model is performing. This feature allows for the 

objective measurement, comparison, and improvement of 

the quality of a trained artificial intelligence model. It also 

enables the assessment of the accuracy, precision, 

predictive power, and consistency of the model's 

predictions. These metrics are preferred in model 

selection, hyperparameter tuning, and comparing different 

models [43, 44]. Some common performance metrics used 

in prediction with artificial intelligence models include: 

MSE (Mean Squared Error): is used to measure how 

well predictions align with actual values. It calculates the 

average of the squared differences between predicted 

values and actual values. The formula for calculating MSE 

is as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

 (1) 

n: is the total number of data points, 

yi: represents the actual values, 

ŷi: represents the predicted values. 

 

The Mean Squared Error (MSE) is a commonly used 

performance metric that measures the average of the 

squared differences between predicted and actual values. 

It tends to emphasize larger error values and can be 

affected by outliers. As the MSE value approaches zero, it 



Hayta et al., Intelligent Methods in Engineering Sciences 2(4): 102-114, 2023 

- 107 - 

 

indicates that the predictions are closer to the actual values. 

MSE is often used as a loss function in optimization 

algorithms, aiming to find a model or predictor that 

minimizes its value [45, 46]. 

RMSE (Root Mean Squared Error): The Root Mean 

Squared Error (RMSE) is a metric used to measure the 

agreement between predictions and actual values. Similar 

to MSE, it indicates how far the predictions are from the 

actual values. However, RMSE is obtained by taking the 

square root of MSE, making RMSE values interpretable in 

the original data units. The formula for calculating RMSE 

is given by: 

𝑅𝑀𝑆𝐸 = √∑
(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑛

𝑖=1

 (2) 

RMSE measures how far predictions are from the actual 

values and places greater emphasis on larger error values. 

It's particularly useful for calculating the standard 

deviation of error values or comparing the performance of 

different models. A lower RMSE value indicates better 

model performance. As the result value approaches zero, 

it signifies that predictions are closer to the actual values. 

One disadvantage of RMSE is that it can be influenced by 

outliers, impacting the RMSE value [45-47]. 

NRMSE (Normalized Root Mean Square Error): 

NRMSE, or Normalized Root Mean Squared Error, is a 

normalized version of RMSE. It's used to prevent the 

RMSE metric from being affected by data-dependent 

scaling. NRMSE is preferred to assess how well prediction 

errors perform based on the variation of the actual values. 

NRMSE is calculated by dividing RMSE by the range or 

standard deviation of the actual values. This allows for a 

fairer comparison of models with different ranges or scales 

of actual values in different datasets. NRMSE values are 

often expressed as percentages (%) [45, 48, 49]. 

here is the formula for calculating Normalized Root 

Mean Squared Error (NRMSE): 

𝑅𝑀𝑆𝐸 =

√
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2
𝑛

𝑖=1

𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛
× 100 

(3) 

ymax: is the maximum value of the actual values, 

ymin: is the minimum value of the actual values. 

MAE (Mean Absolute Error): MAE is a commonly 

used error metric in the fields of artificial intelligence, 

machine learning, and statistics. It is used to measure how 

far predictions are from the actual values. It is often 

preferred when evaluating the performance of regression 

models. Mean Absolute Error (MAE) is calculated by 

taking the average of the absolute values of errors. This 

metric treats the magnitudes of errors equally and balances 

the impact of outliers. The MAE value represents the 

average distance between predictions and actual values. 

The calculation formula for MAE is as follows: 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=0

 (4) 

During the training process, the model's parameters are 

adjusted to minimize this loss function. This minimization 

process is typically achieved using gradient descent 

algorithm. Gradient descent computes the derivatives of 

the loss function with respect to the parameters and makes 

updates to reduce the amount of error. As the training 

progresses, a decrease in the MAE value indicates that the 

model is making more accurate predictions [47, 50, 51]. 

ESD (Error Standard Deviation): It represents the 

standard deviation of the errors generated by the artificial 

intelligence model's predictions. In the fields of machine 

learning and statistics, it's a concept used to measure how 

much deviation the predictions of a model exhibit from the 

actual values. Standard deviation signifies how much the 

values in a dataset spread out from the mean. When ESD 

(Error Standard Deviation) is calculated by computing the 

differences between a model's predictions and the actual 

values, it represents the standard deviation of these 

differences. A higher error standard deviation indicates 

that the predictions have greater variability from the actual 

values, while a lower error standard deviation indicates 

that the predictions are closer to the actual values. A low 

ESD result suggests that the model's predictions are 

generally closer to the actual values and make more 

consistent predictions. On the other hand, a higher error 

standard deviation may indicate that the model's 

predictions are more variable and make more errors [52-

54]. 

RC (Rank Correlation): It's a concept used in statistical 

analysis. Rank correlation is used to measure how similar 

or different the relationship between two variables is in 

terms of ranking. This measurement is based on the order 

of rankings rather than the exact values of the variables. 

Rank correlation is used instead of the parametric 

correlation measure, Pearson correlation coefficient. 

While Pearson correlation is based on the assumption that 

variables exhibit a linear relationship, rank correlation 

does not make this assumption. Therefore, rank correlation 

is preferred to evaluate the relationship between variables 

in a more flexible manner. Popular rank correlation 

coefficients like Spearman's Rho and Kendall's Tau are 

used to measure different types of relationships. 

Spearman's Rho is used when there is a monotonic 

relationship between variables, while Kendall's Tau 

measures the ranking-level relationship between variables 

and doesn't require the assumption of monotonicity. Rank 
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correlation is often involved when dealing with ordered 

data, such as exam scores, survey rankings, or grading data 

[55-58]. 

4. Experimental Results 

In the training of time series classification models, 

LSTM, MLP, and CNN, all the available data was utilized. 

For the training of LSTM and CNN models, the ResNet50 

architecture was employed. The training process was 

executed with a maximum of 100 epochs and a mini-batch 

size of 16. The model's learning rate was set to 0.001, and 

the Adam optimization method was employed. The model 

consists of 2 hidden layers and employs a dropout value of 

0.5. These parameters encapsulate the values utilized in 

configuring an LSTM and CNN-based model. The 

ResNet50 architecture constitutes the fundamental 

structure of the model, while the training process was 

carried out with a specific number of epochs and a 

designated mini-batch size. The learning rate and 

optimizer guide the updating and optimization process of 

the model. The parameter values for the LSTM and CNN 

models are presented in Table 1. 

Table 1. The required parameter values for LSTM and CNN 
models 

Parameter Value 

Model ResNet50 

Max. Epochs 100 

Mini Batch Size 16 

Learning Rate 0.001 

Optimizer adam 

Hidden Layers 2 

Dropout Value 0.5 

The hidden layers within the model represent higher-

level features of the data, while the dropout value is 

employed to mitigate the issue of overfitting. These 

parameters can significantly impact the model's 

performance and learning capability. Consequently, the 

selection of accurate parameters is a crucial factor that can 

influence the success of the model. Information regarding 

the values used for configuring the MLP model is provided 

in Table 2. The number of layers and neurons in each layer 

has been determined for the model. The training function 

governs how the model is updated and optimized, while 

the maximum iteration count controls the duration of the 

training process. 

 

Table 2. The necessary parameter values for the MLP model 

Parameter Value 

Number of Feed Forward Layers 2 

Number of Neurons in First Layer 15 

Number of Neurons in Second Layer 10 

Number of Neurons in Third Layer 10 

Train Function trainlm 

Max. Iteration 300 

According to the information in Table 2, the parameters 

of the MLP model are as follows: The model consists of a 

total of 3 feedforward layers. The first layer contains 15 

neurons, the second layer contains 10 neurons, and the 

third layer also contains 10 neurons. The training process 

employs the "trainlm" training function, with a maximum 

iteration limit set to 300. These parameters significantly 

influence the behavior and performance of the MLP 

model. The number of layers and neurons contribute to 

determining the model's representational capacity and 

learning capability. 

Following the training process, predictions were made 

using two different approaches: for the last 25 days and for 

a span of 4 weeks. The original data for the last 25 days 

and the model predictions are presented in Table 3. 
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Table 3. The prediction of the pallet count for the last twenty-
five days 

Number of 
Data 

Last 25 Days MLP LSTM CNN 

1 501 377.5 431.5 383.0 

2 707 486.5 446.0 663.0 

3 507 399.0 354.0 625.0 

4 427 411.5 415.0 480.0 

5 110 197.0 121.5 307.5 

6 591 427.0 521.5 482.5 

7 586 526.0 522.0 616.5 

8 463 366.0 473.0 413.0 

9 611 444.5 622.0 713.5 

10 361 319.0 356.5 646.5 

11 110 223.5 191.5 424.5 

12 513 471.5 454.0 438.0 

13 614 540.5 619.5 746.5 

14 580 400.5 536.5 685.5 

15 991 548.0 632.0 850.5 

16 559 521.0 430.0 728.5 

17 253 349.5 206.0 536.0 

18 621 502.5 551.5 689.0 

19 523 425.0 494.5 647.5 

20 691 532.0 585.0 732.0 

21 810 596.5 477.5 851.0 

22 644 512.0 555.5 743.0 

23 154 244.5 300.0 476.0 

24 536 426.0 480.0 692.0 

25 413 402.5 480.0 658.5 

 

According to Table 3, the LSTM model has shown the 

closest predictions to the actual results for the days 1, 4, 6, 

8, 9, 10, 11, 13, 14, 17, 18, 19, 22, and 24. On days 3, 5, 

12, 16, 23, and 25, the MLP model has provided 

predictions closest to the actual results. On days 2, 7, 15, 

20, and 21, the CNN model has shown the closest 

predictions to the actual results. The graph generated based 

on the model predictions is presented in Figure 6. 

 

Figure 6. Twenty-five days forecast graph 

 

According to Figure 6, it can be said that the graph of 

the LSTM model closely resembles the actual data graph. 

When examined overall, the ups and downs of the ceiling 

and floor values mostly occur on a day-to-day basis in a 

similar manner. Due to the fact that the amount of pallets 

to be transported per day does not follow a regular pattern, 

predicting it poses a challenging problem. For instance, 

when predicting the solar exposure of solar panels, similar 

values can be obtained when looking at years. However, in 

logistic data, the amount of pallets to be transported both 

yearly and daily does not exhibit variability based on a 

specific criterion. Therefore, predicting such data is 

considerably challenging. Nevertheless, upon examining 

the data and graphs, it can be stated that highly accurate 

prediction values have been achieved. Performance metric 

calculations conducted over the last 25 days on the entire 

dataset to evaluate the performance of machine learning 

methods are provided in Table 4. 

 

Table 4. Performance evaluation results for the last 25 days using all data  

METHOD MSE RMSE NRMSE MAE ESD RC 

LSTM 6,410.5571 80.0660 0.2165 19.1275 0.8080 0.8990 

MLP 20,536.5564 143.3058 0.3875 38.9471 0.1342 0.5683 

CNN 8,492.4297 92.1544 0.2492 9.5310 0.7308 0.8619 

 

According to the data in Table 4, the LSTM method has 

the lowest MSE (6,410.5571) and RMSE (80.0660) 

values, indicating that LSTM is capable of making more 

accurate predictions compared to other methods. The MLP 

method, on the other hand, has higher MSE (20,536.5564) 

and RMSE (143.3058) values, indicating a higher margin 

of error in predictions. The CNN method performs better 

than LSTM but is less successful than the MLP method. 

These results suggest that the LSTM method is a more 
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effective choice for demand analysis in the logistics sector. 

The graphs illustrating the MAE and NRMSE values 

obtained from this data are provided in Figure 7. 

 

 

Figure 7. The result graphs of the MAE and NRMSE values for the last 25 days of data. 

 

Table 5 presents the performance metrics calculated for 

the LSTM, MLP, and CNN methods regarding the training 

and testing data. Among the metrics, MSE, RMSE, 

NRMSE, MAE, ESD, and RC are included. Based on 

calculations on the training data, the LSTM method has the 

lowest MSE (2,867.3645) and RMSE (53.5478) values, 

while the MLP method is observed to have the highest 

MSE (17,372.6876) and RMSE (131.8055) values. The 

CNN method exhibits a moderate level of performance. In 

terms of calculations on the testing data, the LSTM method 

has the highest MSE (38,311.1055) and RMSE (195.7322) 

values, while the MLP method stands out as the method 

with the highest prediction errors. The CNN method, on 

the other hand, demonstrates better performance compared 

to the other two methods. 

 

 

 

Table 5. Last 25 Days Performance Metric Calculations Training and Test 

Method MSE RMSE NRMSE MAE ESD RC 

Performance Metric Calculations of Training Data - last 25 days 

LSTM 2,867.3645 53.5478 0.1494 14.6842 0.9119 0.9469 

MLP 17,372.6876 131.8055 0.3678 32.0389 -0.1443 0.5744 

CNN 4,002.3105 63.2638 0.1765 6.7935 0.8644 0.9153 

Performance Metric Calculations of Test Data - last 25 days 

LSTM 38,311.1055 195.7322 0.4138 59.1318 -0.2485 0.3713 

MLP 49,021.9216 221.4089 0.4680 101.1437 -0.0855 0.3452 

CNN 48,918.4805 221.1752 0.4675 34.1773 -0.1683 0.3191 

 

Based on the data in Table 5, it can be inferred that there 

is a difference between the training and testing data, 

indicating the models' generalization capabilities. Methods 

that perform better on the training data may exhibit higher 

error values on the testing data. 

For weekly predictions, data from the dataset was used 

once again. Within an approximately 10-year period, a 

total of 520 weekly data points is available. However, the 

quantities of pallets transported on a weekly basis vary 

significantly. Due to inconsistencies caused by official or 

religious holidays within these weeks, not all data points 

were utilized. In order to perform weekly predictions, the 

models were trained and tested. The 4-week prediction 

data is presented in Table 6. 
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Table 6.  Prediction of pallet quantities for four weeks 

Number of 

Data 
Last 4 Weeks MLP LSTM CNN 

1 2722 3168.5 2954.5 3102.0 

2 3510 2429.1 3018.5 3121.0 

3 3443 3200.0 3195.5 3292.0 

4 949 1874.0 1898.5 1929.0 

 

When examining Table 6, it can be observed that the 

MLP model is the one that comes closest to the actual 

value in the 4th week. The LSTM model is the one that 

comes closest to the actual values in the first week. In the 

2nd and 3rd weeks, the CNN model is the one that comes 

closest to the actual values. The graph depicting the 

predictions for the 4-week period based on the data in the 

table is presented in Figure 8. 

 

Figure 8. The prediction of palette quantities for the last 4 
weeks 

 

According to Figure 8, LSTM and CNN models, except 

for the MLP model, have generated similar graphs for the 

last 4 weeks of data. These graphs might exhibit even 

closer resemblance to the original data graph when more 

data points are available. When reviewing the literature, it 

becomes evident that predictions for monthly and yearly 

data require daily data spanning over at least 20 years. 

Upon examining the data predicted by the models in this 

project and the graphs drawn based on these predictions, it 

can be observed that the models are capable of making 

successful predictions. Logistic data doesn't typically 

exhibit consistent daily upward or downward trends. Due 

to these factors, predicting the future in such data sets is 

quite challenging. However, using approximations, daily, 

weekly, monthly, and yearly estimates for the number of 

palettes to be transported can be made. It's worth noting 

that during the Covid-19 pandemic, life came to a 

standstill, leading to a significant slowdown in the logistics 

sector as well. The data used in this study also includes 

information from the pandemic period. 

The models used in the study have the potential to be 

improved by retraining them with continuously added 

data. With the last 4 weeks of data, performance metrics 

have been calculated for the LSTM, MLP, and CNN 

methods, and the results are provided in Table 7. The 

metrics include MSE, RMSE, NRMSE, MAE, ESD, and 

RC values. 

 

Table 7. Performance Evaluation Results for the Last 4 Weeks of Data 

METHOD MSE RMSE NRMSE MAE ESD RC 

LSTM 75,683.7812 275.1068 0.1282 -66.9752 0.7121 0.9092 

MLP 243,934.4332 493.8972 0.2302 60.9471 -0.7174 0.5386 

CNN 82,456.3203 287.1521 0.1338 -23.2919 0.7075 0.9049 

 

When examining Table 7, it can be observed that the 

LSTM method has higher MSE (75,683.7812) and RMSE 

(275.1068) values compared to the other methods. The 

MLP method stands out as the one with the highest 

prediction errors with MSE (243,934.4332) and RMSE 

(493.8972) values. The CNN method, on the other hand, 

has MSE (82,456.3203) and RMSE (287.1521) values. 

The graphs representing the MAE and NRMSE values 

obtained from these data are provided in Figure 9. 
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Figure 7. MAE and NRMSE Result Graphs for the Last 4 Weeks of Data 

In Table 8, performance metrics related to LSTM, MLP, 

and CNN methods have been calculated for training and 

test data. The metrics include MSE, RMSE, NRMSE, 

MAE, ESD, and RC. According to the calculations on the 

training data, the LSTM method has the lowest MSE 

(21,158.7227) and RMSE (145.4604) values, while the 

MLP method is observed to have the highest MSE 

(191,272.0793) and RMSE (437.3455) values. The CNN 

method exhibits a performance close to the other two 

methods. On the test data, the LSTM method has the 

highest MSE (571,973.1875) and RMSE (756.2891) 

values, while the MLP method stands out as the method 

with the highest prediction errors. The CNN method, on 

the other hand, demonstrates better performance compared 

to the other two methods. 

 

 

Table 8. Last 4 Weeks Performance Metric Calculations Training and Test 

Method MSE RMSE NRMSE MAE ESD RC 

Performance Metric Calculations of Training Data - last 4 weeks 

LSTM 21,158.7227 145.4604 0.0699 -67.3789 0.9219 0.9360 

MLP 191,272.0793 437.3455 0.2102 57.6191 -0.7110 0.5092 

CNN 20,972.3359 144.8183 0.0696 -22.9950 0.9178 0.9468 

Performance Metric Calculations of Test Data - last 4 weeks 

LSTM 571,973.1875 756.2891 0.2758 -63.3008 -6.2240 -0.0295 

MLP 723,278.4302 850.4578 0.3102 267.3233 -2.4642 0.0535 

CNN 642,086.0625 801.3027 0.2923 -25.9943 -3.4594 0.0032 

 

The results of these experiments demonstrate the 

potential application of machine learning methods in 

various areas of the logistics sector, such as demand 

forecasting, route optimization, and inventory 

management. Additionally, the outcomes emphasize the 

need for careful evaluation during the training and testing 

phases of the models. Analyses conducted using different 

performance metrics can guide the process of selecting the 

right model and assessing prediction accuracy. 

In conclusion, this study highlights that machine 

learning methods can be a valuable tool for future needs 

analysis in the logistics sector. However, it is important to 

consider the performance of these methods across different 

datasets and to conduct a thorough evaluation when 

selecting models.  

5. Conclusion and Discussion 

The conducted experimental analysis and evaluation of 

performance metrics have demonstrated that LSTM, MLP, 

and CNN models can be effectively utilized for predicting 

the substantial pallet transportation quantities in the 

logistics sector. The results have highlighted that the 

LSTM model has the lowest error values on training data. 

However, a decrease in its performance has been observed 

on test data. Despite having higher errors on training data, 

the MLP model exhibited better performance on test data. 

The CNN model, on the other hand, has generally shown 

a balanced performance. The findings of this study support 

that machine learning methods are effective tools for 
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predicting pallet transportation quantities in the logistics 

sector. Decision-makers can utilize the information 

provided by these models to make more informed and 

strategic decisions. Nevertheless, factors like model 

selection and performance metrics should be considered. 

In future research, more comprehensive datasets should be 

employed to thoroughly examine the models' performance. 

Furthermore, comparing different machine learning 

algorithms and developing more advanced prediction 

models should also be explored. Such studies could 

contribute significantly to enhancing efficiency in the 

logistics sector and improving decision-making processes. 

As authors of this article, we aim to achieve more 

comprehensive results in future research by employing 

broader datasets and different machine learning 

algorithms. 
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